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Abstract 1 

People differ considerably in how impulsive or patient they are. Yet, people’s preferences and 2 

behaviours are substantially influenced by others. Previous research has suggested that people 3 

may differ in their susceptibility to social influence across the lifespan, but the mechanisms 4 

underlying this, and whether people are more influenced by patience or impulsivity, is unknown. 5 

Here, using a social discounting task and Bayesian computational models, we tested how 6 

susceptible young (aged 18-36, N=76) and older (aged 60-80, N=78) adults are to impulsive and 7 

patient social influence. Participants completed a temporal discounting task and then learnt about 8 

the economic preferences of two other people, one who was more impulsive, and one who was 9 

more patient, before making their own discounting choices again. We used the normalised 10 

Kullback-Leibler divergence (𝐷!") derived from Bayesian computational models to quantify the 11 

magnitude and direction of social influence. We found that older adults were relatively more 12 

susceptible to impulsive social influence than young adults. We also found that older adults with 13 

higher self-reported levels of emotional motivation were particularly susceptible to impulsive 14 

social influence. Importantly, older adults showed similar levels of learning accuracy about others’ 15 

preferences compared to young adults, and their baseline impulsivity did not differ. Together, 16 

these findings suggest highly emotionally motivated older adults may be at significant risk for 17 

becoming more impulsive as they age, due to their susceptibility to social influence. These results 18 

also indicate that social influence can operate in a preference specific manner. 19 

Keywords: social influence; ageing; temporal discounting; Bayesian modelling; impulsivity.  20 
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Main Text 21 

Introduction 22 

Humans vastly differ in how impulsive or patient they are. These differences have profound 23 

economic, societal and psychiatric implications1–4. However, how impulsive or patient a person is 24 

can also be strongly influenced by the behaviours of those around them5. People often change 25 

their behaviours to emulate others, henceforth referred to as ‘social influence’5–8. Understanding 26 

why and how people are susceptible to social influence, as well as identifying the nature of 27 

influence, is crucial at the individual and societal level, such as for political decision-making and 28 

social cohesion9–11. Social influence can also play a critical role in impulsivity12–16. Yet whether 29 

such susceptibility drives people to be more impulsive or more patient remains poorly understood.  30 

 31 

Intriguingly, research suggests that susceptibility to social influence might differ across the 32 

lifespan. Adolescence, the period between the onset of puberty and the attainment of 33 

independence, is often associated with increased risk-taking, deeper need for social connection, 34 

and greater susceptibility to peer pressure17. Compared to young adults, adolescents have been 35 

shown to be more sensitive to peer influence and more likely to engage in risky behaviours when 36 

in the presence of others18,19. For example, a longitudinal study reported that susceptibility to 37 

social influence decreased across adolescence16. This reinforces the idea that people’s 38 

inclination to be influenced by others may vary across different stages of life. 39 

 40 

However, little is known about how ageing affects susceptibility to social influence. Understanding 41 

how susceptibility to social influence evolves in the latter part of life has significant implications for 42 

public policy, such as addressing the rising prevalence of misinformation amongst older adults20. 43 

Previous research suggests alternative hypotheses for how ageing is associated with such 44 

vulnerability. One possibility, according to the socioemotional selectivity theory21, is that 45 

socioemotional goals become more prominent in people’s lives as they age. Therefore, older 46 

adults may demonstrate a heightened susceptibility to social influence compared to young adults. 47 
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An alternative hypothesis is that older adults, drawing from their extensive life experiences and 48 

enhanced skills in reasoning about social conflicts22, may have a greater capacity to resist social 49 

influence than their younger counterparts. Finally, to be influenced by others, we must be able to 50 

learn what others’ preferences are. Older adults have been shown to have reduced reinforcement 51 

learning abilities when outcomes affect themselves23. However, when outcomes relate to other 52 

people, their learning is preserved24. This suggests that older adults could be equally susceptible 53 

to social influence as young people as they are able to accurately learn from social information.   54 

 55 

A final aspect of the puzzle is that younger and older adults may already differ in their 56 

preferences for patience and impulsivity before any social influence has occurred. The nature of 57 

these differences is somewhat controversial. Some theories suggest that older adults are more 58 

impulsive than their younger counterparts21, whereas others state that older adults appear more 59 

patient25. Empirically, studies have found evidence both for26–29 and against30–32 such differences. 60 

Yet a recent meta-analysis of 37 cross-sectional studies suggested no robust effect of ageing on 61 

temporal impulsivity33, and others have indicated non-linear age effects34. However, individual 62 

studies do find differences between some group samples. Part of these differences between 63 

studies could stem from variations in susceptibility to social influence in the samples that they 64 

test.  65 

 66 

To address these alternative hypotheses, we employed Bayesian computational models35 to 67 

study the effect of ageing on susceptibility to impulsive and patient social influence, using a well-68 

characterised task assessing intertemporal preferences. Two groups of participants (young adults 69 

aged 18-36 and older adults aged 60-80), completed a temporal discounting task (i.e., 70 

participants choosing between smaller-and-sooner rewards and larger-and-later rewards 71 

according to their preferences) and then learnt about the preferences of two other people, one 72 

who was more impulsive, and the other who was more patient, before making their own 73 

discounting choices again (cf.14,15). Participants also completed neuropsychological tests and a 74 
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self-report measure of apathetic traits to account for potential individual differences in social 75 

conformity.  76 

 77 

Results 78 

We analysed the behaviour of 76 young (aged 18-36) and 78 older adults (aged 60-80) who 79 

completed a temporal discounting task (Fig. 1A), neuropsychological tests, and a self-report 80 

measure of apathy (see Methods). In the task, participants completed a block to assess their own 81 

temporal discounting preferences and were then introduced to the preferences of two other 82 

players who ostensibly previously took part in the same temporal discounting task. One of these 83 

players was constructed to be more impulsive than the participant themselves, and one who was 84 

constructed to be more patient, compared to their own baseline preferences, and these ‘others’ 85 

were presented in a counterbalanced order (see Methods). No participant reported disbelief that 86 

the preferences that they learnt were not genuinely those from other people. 87 

 88 

Groups were matched as closely as possible on neuropsychological testing, IQ and 89 

demographics. All older adults were free of dementia (assessed by the Addenbrooke’s Cognitive 90 

Examination (ACE)36). The groups did not differ in terms of gender (χ#(1) = 0.45, P = 0.50), years 91 

of education (W = 2602, Z = -1.10, r(150) = 0.09 [0.00 0.26], P = 0.27, BF01 = 5.06), or 92 

standardised IQ test performance (W = 2670, Z = -1.06, r(152) = 0.09 [0.00 0.25], P = 0.287, BF01 93 

= 4.92). IQ test performance was measured using age-standardised scores on the Wechsler Test 94 

of Adult Reading (WTAR)37. We conducted further control analyses, accounting for IQ test 95 

performance (using standardised WTAR scores, taken by both young and older adults), as well 96 

as memory and attention (based on the memory and attention subscales from the ACE, exclusive 97 
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to older adults). These control analyses did not change our results, indicating that our findings 98 

were not attributed to IQ test performance or executive function (see Methods and SI Appendix).  99 

 100 

 101 
 102 
Fig. 1. Social discounting task, learning performance, and model diagnostics. (A) The trial 103 
structure in Self and Other blocks. On Self trials, participants were instructed to choose their 104 
preferred option between one offer which had a smaller amount of money paid immediately 105 
(smaller-and-sooner offer, SS) and the other offer which had a larger amount of money paid after 106 
a variable delay period (larger-and-later offer, LL). They were incentivised to indicate their true 107 
preferences by being informed that one of these decisions would be honoured as their bonus 108 
payment. On Other trials, participants were instructed to learn the preferences of the other two 109 
people, with the understanding that these choices were previously made by two other 110 
participants. Participants received feedback on their choices, enabling them to learn the 111 
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intertemporal preferences of the other agents. The experiment was subdivided into five blocks of 112 
50 trials (Self1, Other1, Self2, Other2, Self3), with a self-paced break after 25 trials in each block, 113 
resulting in 250 trials overall. The order of the other agents’ preferences (more impulsive vs more 114 
patient) was counterbalanced across participants. (B) Comparison of learning accuracy shows 115 
that an equivalent learning performance of the other agents’ preferences between the two age 116 
groups (no main effect of age group: b = -0.01, 95% CI = [-0.04 0.01], Z = -1.22, P = 0.22, BF&' = 117 
1.56). Additionally, both young and older adults exhibited better learning of the patient agents’ 118 
preferences (significant main effect of other’s preference: b = 0.03, 95% CI = [0.008 0.05], Z = 119 
2.71, P = 0.007). Big circles with bordered lines represent the mean, and error bars are the 120 
standard error of the mean, dots are raw data, and the asterisks represent the significant main 121 
effect of other’s preference from the linear mixed-effects model. Note that the vertical axis starts 122 
from 50%, the chance level. **P < 0.01; ns: not significant. (C) ΔLOO-IC (leave-one-out 123 
information criterion) relative to the winning model (KU model without noise parameters). (D) 124 
Parameter recovery. The confusion matrix represents Spearman’s Rho correlations between 125 
simulated and recovered (fitted) parameters. Both 𝑘𝑚 and 𝑘𝑢 exhibited strong positive 126 
correlations between their true and fitted values, with all 𝑟( > 0.85. 127 
 128 
 129 

Older and young adults can both learn others’ preferences accurately  130 

To validate participants’ ability to complete the task, we first examined whether they were able to 131 

learn the preferences of the other agents with different discounting preferences (see Fig. 1B). 132 

Both young and older adults exhibited learning performances above the chance level when 133 

learning about impulsive (right-tailed exact binomial test against 50%: young group mean = 83%, 134 

proportion = 1.00 [0.96 1.00], P < 0.001; older group mean = 82%, proportion = 1.00 [0.96, 1.00], 135 

P < 0.001) and patient others (young group mean = 86%, proportion = 1.00 [0.96 1.00], P < 136 

0.001; older group mean = 85%, proportion = 1.00 [0.96, 1.00], P < 0.001), indicating all age 137 

groups were capable of learning in the task. 138 

 139 

Next, we examined whether there were preference-specific differences in learning between the 140 

two age groups. Overall, participants were more accurate at learning the preferences of patient 141 

compared to impulsive others (b = 0.03, 95% CI = [0.01 0.05], Z = 2.71, P = 0.007), an effect that 142 

did not differ by age group (main effect b = -0.01, 95% CI = [-0.04 0.01], Z = -1.22, P = 0.22, BF&' 143 
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= 1.56; age group x other’s preference interaction b = -0.001, 95% CI = [-0.03 0.03], Z = -0.08, P 144 

= 0.94, BF01 = 6.06).  145 

 146 

After the task, participants completed self-report measures probing their confidence in learning. 147 

Here we observed that older adults reported less confidence in their learning ability (b = -0.59, 148 

95% CI = [-1.00 -0.18], Z = -2.82, P = 0.005), across both patient and impulsive others (main 149 

effect b = 0.21, 95% CI = [-0.14 0.55], Z = 1.17, P = 0.24, BF01 = 3.73; interaction b = -0.10, 95% 150 

CI = [-0.58 0.39], Z = -0.38, P = 0.70, BF01 = 5.90), despite similar learning accuracy performance. 151 

In summary, learning performances were comparable across both age groups, with older adults 152 

reporting less confidence in their learning ability.  153 

 154 

Baseline impulsivity does not differ with age  155 

Next, we used computational models of hyperbolic discounting38, a well-established framework to 156 

explain delay discounting behaviour, to estimate participants’ baseline temporal discounting 157 

preferences. Models were fitted using hierarchical Bayesian modelling39,40, compared using out-158 

of-sample cross validation, and verified using parameter recovery. We tested different models 159 

that varied based on non-Bayesian (Preference-Temperature (KT)) and Bayesian (Preference- 160 

Uncertainty (KU)) temporal preferences and choice variability. While the KT model assumes 161 

participants’ discount preference to be a single value, the KU model computes discount 162 
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preferences as a distribution. Based on recent studies examining these different formulations of 163 

discounting14, we evaluated four candidate models (see Methods for full details):  164 

(i) Preference-temperature (KT) model: a single discount rate (𝑘) and an inverse temperature 165 

parameter (𝑡) for the softmax function.  166 

(ii) Preference-uncertainty (KU) model: a mean (𝑘𝑚) and a standard deviation (𝑘𝑢) of the 167 

discounting distribution.   168 

(iii) KU model with self-noise parameter: 𝑘𝑚, 𝑘𝑢, and with a self-noise parameter (ξ):  169 

 170 

𝑃"",	self/ = 𝑃"",	self(1 − 𝜉) + 𝜉/2 (1) 

 171 

(iv) KU model with other-noise parameter: 𝑘𝑚, 𝑘𝑢, and with an other-noise parameter (τ) to 172 

account for the choice stochasticity:  173 

 174 

𝑃"",	other/ =
𝑃"",	other
'
4

𝑃"",	other
'
4 + 71 − 𝑃"",	other8

'
4
 (2) 

 175 

We found that participants’ choices were best characterised by the KU model without any 176 

additional noise parameters (i.e., model ii). This model had the lowest LOO-IC score (leave-one-177 

out information criterion, see Fig. 1C). Parameters from the winning model also showed excellent 178 

recovery (all 𝑟( > 0.85; Fig. 1D). These parameters 𝑘𝑚 and 𝑘𝑢 serve as crucial indicators of 179 

temporal impulsivity and preference uncertainty, respectively. We therefore used this winning 180 

model to estimate participants’ baseline discounting preference prior to learning. We found no 181 

difference in either mean (independent Wilcoxon signed-rank test; W = 3243, Z = -1.01, r(152) = 182 

0.08 [0.005 0.24], P = 0.314, BF01 = 3.47) or standard deviation (W = 2481, Z = -1.74, r(152) = 183 

0.14 [0.009 0.31], P = 0.081, BF01 = 2.31) of the discounting distribution between age groups. In 184 
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addition, Bayes factors indicated strong evidence of no difference in the mean between the two 185 

age groups (BF01 = 3.47), whereas there was only anecdotal evidence supporting the null for the 186 

standard deviation (BF01 = 2.31). This shows that there was no difference in baseline impulsivity 187 

between the two age groups.  188 

 189 

Older adults are more susceptible to impulsive social influence 190 

After validating there was no difference in baseline temporal preferences between young and 191 

older adults, we subsequently examined their susceptibility to social influence using normalised 192 

KL divergence (𝐷!")15,41 (see Methods). 𝐷!" quantifies the discrepancy between two probability 193 

distributions. This metric compares the entire probability distributions, rather than just summary 194 

statistics or point estimates from those distributions. In our analysis, 𝐷!" was normalised to reflect 195 

the direction of shifting in the discounting distributions compared to the baseline (see Methods 196 

and Fig. 2C). Positive 𝐷!" values indicate a shift towards other people’s discounting preferences 197 

(i.e., become more similar to others), while negative values suggest a shift away from them 198 

compared to baseline preferences.  199 

 200 

We tested whether there were group differences in susceptibility to social influence when learning 201 

about impulsive and patient others. A linear mixed-effects model of 𝐷!" revealed that there was a 202 

significant interaction between age group and other’s preference (b = -0.56, 95% CI = [-0.93 -203 

0.20], Z = -3.03, P = 0.002, Fig. 2A). Strikingly, older adults were more influenced by impulsive 204 

social influence than young adults (W = 1861, Z = -2.67, r(140) = 0.22 [0.07 0.38], P = 0.008). In 205 

contrast, older and young adults demonstrated similar susceptibility to patient social influence (W 206 

= 2723, Z = -1.15, r(138) = 0.10 [0.01 0.25], P = 0.252, BF01 = 3.30).  207 

 208 

While older adults learnt about the patient others better, they remained equally susceptible to the 209 

influence of both impulsive and patient others (paired Wilcoxon signed-rank test; V = 886, Z = -210 

1.03, r(62) = 0.13 [0.01 0.36], P = 0.305, BF01 = 5.49). This finding was supported by strong 211 
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evidence of no difference (BF01 = 5.49). In contrast, young adults were more influenced by patient 212 

than impulsive others (V = 469, Z = -3.82, r(62) = 0.48 [0.27 0.65], P < 0.001), and they also 213 

learnt better about patient others. There was no significant correlation between participants ability 214 

to learn the preference of the other people and how much they shifted towards them (all |𝑟(|s < 215 

0.14 and all Ps > 0.27, see Supplementary Table S2), suggesting group differences between 216 

young and older adults were not driven by possible individual differences in learning ability. 217 

 218 

As an additional control analysis, we also examined whether people’s vulnerability to social 219 

influence depends on their baseline impulsivity. Although we observed no between-group 220 

difference in baseline discounting, we wanted to ensure the stronger susceptibility to impulsive 221 

others amongst older adults was not driven by individual differences in the baseline impulsivity. A 222 

linear mixed-effects model showed no significant interactions between baseline discounting and 223 

any of our effects of interest, with Bayesian evidence showing substantial evidence for the null for 224 

a three-way interaction between age group, reference and baseline discounting (age group × 225 

other’s preference × self baseline 𝑘𝑚 interaction: b = 0.04, 95% CI = [-0.18 0.26], Z = 0.34, P = 226 

0.73, BF01 = 3.73; age group × self baseline 𝑘𝑚 interaction: b = -0.06, 95% CI = [-0.20 0.08], Z = -227 

0.88, P = 0.38, BF01 = 2.44; other’s preference × self baseline 𝑘𝑚 interaction: b = 0.07, 95% CI = 228 

[-0.09 0.23], Z = 0.84, P = 0.40, BF01 = 1.10; main effect of self baseline 𝑘𝑚: b = -0.02, 95% CI = 229 

[-0.13 0.09], Z = -0.32, P = 0.75, BF01 = 4.63).  230 

 231 

Finally, we examined whether people showed susceptibility to social influence in general, 232 

regardless of the type of preference they learnt about. We found people were generally 233 

influenced by other people, regardless of the type of influence: one-sample nonparametric t tests 234 

showed that the normalised 𝐷!" values were significantly different from zero for both impulsive 235 

(grand median across two age groups = 0.12, W = 6832, Z = -3.57, r(152) = 0.30 [0.15 0.45], P < 236 

0.001) and patient others (grand median across two age groups = 0.37, W = 8624, Z = -7.67, 237 

r(152) = 0.65 [0.53 0.75], P < 0.001). We also observed that, on average, participants were more 238 
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influenced by patient compared to impulsive others (V = 2634, Z = -3.55, r(126) = 0.31 [0.15 239 

0.47], P < 0.001). This finding aligns with the observation that participants reported feeling more 240 
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similar to patient others compared to impulsive ones (b = 1.20, 95% CI = [0.53 1.78], Z = 3.62, P 241 

< 0.001).  242 

 243 
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Fig. 2. Susceptibility to social influence quantified by the normalised Kullback-Leibler 245 
divergence (𝑫𝑲𝑳). (A) Older adults were more influenced by impulsive social influence than 246 
young adults (W = 1861, Z = -2.67, r(140) = 0.22 [0.07 0.38], P = 0.008). In contrast, older and 247 
young adults demonstrated similar susceptibility to patient social influence (W = 2723, Z = -1.15, 248 
r(138) = 0.10 [0.01 0.25], P = 0.252, BF01 = 3.30). Bars show group means, error bars are 249 
standard errors of the mean, dots are raw data, and asterisks represent significant two-sided 250 
between-group and within-group nonparametric t tests. **P < 0.01; *** P < 0.001; ns: not 251 
significant (B) A significant negative correlation was found between impulsive 𝐷!" and self-252 
reported emotional apathetic traits amongst older participants (𝑟((71) = -0.30 [-0.50 -0.08], P = 253 
0.009). This negative correlation remained significant after correcting for multiple comparisons 254 
using the false discovery rate (FDR corrected for four comparisons P = 0.036). (C) Illustration of 255 
the normalised 𝐷!" for a participant who learnt about the impulsive other first, followed by the 256 
patient one. (top) Three normal distribution curves show discount rate posteriors after Self1- 257 
(baseline; green solid), Other1- (impulsive other; blue dash-dotted), and Self2-blocks (self after 258 
impulsive other; blue solid). The Other1- and Self2-distributions lie on the opposite sides of the 259 
self baseline, resulting in a negative value. (bottom) Two additional normal distribution curves 260 
depict discount rate posteriors after Other2- (patient other; yellow dash-dotted) and Self3-blocks 261 
(self after patient other; yellow solid). The Other2- and Self3-distributions lie on the same side of 262 
the self baseline, leading to a positive value.  263 
 264 
Emotional apathy explains variability in susceptibility to impulsive social influence 265 

amongst older adults 266 

Finally, we examined how individual variations in self-reported emotional apathetic traits 267 

modulated people’s susceptibility to social influence. Previous studies have suggested a potential 268 

link between individual differences in social conformity and affective empathy, the capacity to 269 

resonate with the feelings of other people42. In addition, affective empathy might be dependent on 270 

motivation, as outlined in the framework of motivated empathy and empirical data43–45. Such a 271 

motivated empathy account is particularly relevant in our study since there was no monetary 272 

incentive to encourage participants to accurately learn about others. Therefore, we asked 273 

participants to complete the Apathy Motivation Index (AMI), a self-report measure of apathetic 274 

traits46. We especially focused on the emotional sensitivity subscale, as it has been shown to be 275 

strongly correlated with affective empathy44. Comparing the two age groups on emotional 276 

apathetic traits showed that there was no overall age-related difference in the emotional 277 

sensitivity subscale (W = 2432, Z = -1.69, r(150) = 0.14 [0.01 0.30], P = 0.092, BF01 = 2.78). Next, 278 

we examined our hypothesis that there might be an association between variations in people’s 279 

tendency to socially conform and their emotional motivation. We found a significant negative 280 
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correlation between impulsive 𝐷!" and emotional apathetic traits amongst older participants 281 

(Spearman: 𝑟((71) = -0.30 [-0.50 -0.08], P = 0.009, Fig. 2B), but not amongst young people 282 

(Spearman: 𝑟((66) = 0.09 [-0.15 0.32], P = 0.472, BF01 = 9.08). Moreover, the association 283 

between emotional apathy and impulsive social influence was significantly stronger in older adults 284 

than in younger adults (Z = 2.34, P = 0.02). There was no significant correlation found between 285 

patient 𝐷!" and self-reported emotional apathetic traits in either older (Spearman: 𝑟((66) = 0.07 [-286 

0.17 0.30], P = 0.59, BF01 = 7.20) or young participants (Spearman: 𝑟((69) = -0.01 [-0.25 0.22], P 287 

= 0.909, BF01 = 7.37). Importantly, the negative correlation between impulsive 𝐷!" and self-288 

reported emotional apathy for older adults remained significant after accounting for the false 289 

discovery rate (FDR) when considering multiple comparisons across the previously mentioned 290 

correlations (FDR corrected for four comparisons P = 0.036). The findings collectively suggest a 291 

specific association between emotional apathetic traits and the susceptibility to impulsive social 292 

influence among older adults. Older adults who are more susceptible to impulsive social influence 293 

also report being more emotionally motivated.   294 

 295 

Discussion  296 

People tend to alter their behaviours to imitate others once they become cognisant of their 297 

preferences. Using a social discounting task and Bayesian computational models, we tested how 298 

young (aged 18-36) and older (aged 60-80) adults were susceptible to impulsive and patient 299 

social influence. We found that older adults were more affected by impulsive others compared to 300 

young adults. Furthermore, amongst the older adults, those more influenced by impulsive social 301 

influence reported higher levels of emotional motivation. This heightened susceptibility to social 302 

influence occurred despite both age groups being able to learn others’ preferences, and despite 303 

evidence of no difference in their baseline temporal impulsivity. 304 

 305 

Compared to young adults, we showed that older adults demonstrated a greater susceptibility to 306 

social influence, particularly of impulsive others. Previous studies have suggested that older 307 
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adults might be more sensitive to misinformation20 and therefore preferences and information 308 

shared by other people. However, we show that this effect is specific to preferences considered 309 

impulsive, as older adults were relatively more swayed by impulsive others compared to young 310 

adults. Inconsistent findings have emerged from studies examining the influence of ageing on 311 

social conformity. Early studies using visual perceptual judgement tasks showed older adults 312 

demonstrated either increased47 or decreased48 susceptibility to social influence relative to young 313 

adults. However, another study using a collaborative delay discounting task observed no 314 

discernible difference in the susceptibility between the two age groups. Notably, in this latter 315 

study, rewards for participants were not based on their choices such that their choices may not 316 

reflect their true preferences, and their preferences were simply represented as a proportion of 317 

large-and-later choices. This might not accurately capture the participants’ real preferences49. 318 

Here we show in an incentivized and controlled task accounting for baseline discount preferences 319 

that older adults are relatively more influenced by the preferences of impulsive others. The 320 

controversy surrounding whether older adults are more impulsive may therefore, in part, be 321 

explained by whether participants had been influenced by impulsive others, and by how 322 

emotionally motivated their samples were. 323 

 324 

Both theoretical accounts and empirical studies have shown that both adolescents and older 325 

adults display increased sensitivity to social rewards, such as rewards that help another person,  326 

compared to young adults21,50–52. Such a developmental trajectory might provide an explanation 327 

for why only older adults demonstrated increased susceptibility to social influence. The 328 

asymmetric social influence of impulsive others on young and older adults may reflect the 329 

observation that older people tend to have more polarised political views53 and less flexible 330 

impressions of dissimilar others54. Importantly, we also discovered that the extent of such 331 

susceptibility was linked to their self-reported levels of emotional motivation, and this correlation 332 

was only found for older adults. Future studies could attempt to uncover the pharmacological 333 

basis of these effects. One study showed that the secretion of oxytocin following a social prime 334 
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increased with advancing age55 and oxytocin has been shown to foster social conformity56–59 and 335 

enhance emotional sensitivity60, suggesting a putative neuropeptide pathway. 336 

 337 

Ageing is often associated with a decline in cognitive abilities, which can lead to poorer learning 338 

performance23,61. Contrary to expectations, our study showed the performances of learning about 339 

the others’ preferences were similar between the two age groups. This intriguing finding dovetails 340 

with recent research indicating similar results in various facets of social learning. For example, in 341 

a study using a probabilistic reinforcement learning task, it was discovered that both young and 342 

older adults exhibited equivalent proficiency in learning what actions would benefit the 343 

anonymous other person. This finding suggests that the prosocial learning of older adults remains 344 

intact24. These findings also support the idea that social motivations progressively exert more 345 

influence on learning and decision-making as individuals age62,63.  346 

 347 

Although older adults showed no difference in learning accuracy, they did report lower confidence 348 

in their learning abilities, which can be seen as a judgement of metacognition. Studies of 349 

metacognition in other domains such as memory have reported that older adults may display 350 

over-confidence64. However, in other domain such as visual perception, they may display under-351 

confidence65, suggesting that ageing may not be associated with global shifts in confidence. 352 

Notably, in our study, a confidence judgement was only provided at the end of the task rather 353 

than after each trial. Future studies could probe further whether older adults have insight into their 354 

greater influence by impulsive others for understanding whether and how such effects can be 355 

modified.    356 

 357 

We also found that there was no difference in baseline temporal impulsivity between young and 358 

older adults. Studies of intertemporal preferences across the adult lifespan have shown mixed 359 

results50. Some have reported that older adults were more willing to wait for delayed offers26,28,29, 360 

while others revealed an increased temporal impulsivity with age27 or no difference in discounting 361 
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preferences between young and older adults30–32. According to recent meta-analyses on this 362 

topic33,34, there was no noticeable difference in intertemporal preferences between young 363 

(approximately 30 years old) and early older adults (around 70 years old), which is consistent with 364 

our findings here. No difference in baseline temporal impulsivity between the two age groups 365 

provides a solid foundation for comparing their susceptibility to social influence. However, in 366 

follow-up analyses, we also showed that controlling for baseline impulsivity did not alter our 367 

findings.  368 

 369 

In line with previous research14–16, our findings indicate that, in terms of susceptibility to social 370 

influence, people were generally more influenced by patient others. This discovery corresponds 371 

to the observation that participants expressed a greater sense of similarity with patient others in 372 

comparison to impulsive ones66. This could also be indicative of a social inclination towards 373 

exhibiting self-restraint.  374 

 375 

In conclusion, our findings provide evidence that older adults, in contrast to young adults, were 376 

more susceptible to the influence of impulsive others, and the degree of this susceptibility was 377 

associated with their self-reported levels of emotional motivation. This observation holds true 378 

even though older adults demonstrated a comparable ability to learn others' preferences, and 379 

there were no significant differences in their baseline impulsivity. We also found that age group 380 

differences in susceptibility were not explained by variations in general IQ or executive function. 381 

Together, these findings may have significant implications for understanding susceptibility to 382 

social influence, how age differences may affect susceptibility to misinformation, and the 383 

challenges and opportunities of an ageing population.  384 

 385 

Materials and Methods 386 

 387 

Participants 388 
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We recruited 80 young participants (aged 18-36) and 81 older participants (aged 60-80) to take 389 

part in this study. Participants were recruited from university databases, social media, and the 390 

community for both age groups to make sure participants were matched as closely as possible. 391 

Our exclusion criteria included current or previous study of psychology. Additionally, all 392 

individuals were without a history of neurological or psychiatric disorder, had normal or corrected-393 

to-normal vision, and specifically for the older participants, scored above the threshold on the 394 

Addenbrooke’s Cognitive Examination (with a cut-off score of 82), indicating no potential risk for 395 

dementia36. This sample size gave us 87% power to detect a significant interaction effect 396 

between age group and other’s preference, as determined through a simulation-based power 397 

analysis67.  398 

 399 

Four young and three older participants were excluded from all analyses due to: diagnosis of a 400 

neuropsychiatric disorder at the time of testing (one young participant); previous study of 401 

psychology (two young participants); potential risk for dementia (one older participant); and failure 402 

to complete the task (one young and two older participants). This left a final sample of 154 403 

participants, 76 young participants (45 females aged 18-36, mean = 23.1) and 78 older 404 

participants (41 females aged 60-80, mean = 70.0). One participant from each age group was 405 

missing data on the self-report questionnaire measures and were excluded from the relevant 406 

analyses. In the final sample, eight young and four older participants had two agents with similar 407 

patient preferences. Data from these participants was excluded from all analyses involving the 408 

agent with impulsive preferences, as there was no available data. Similarly, four young and ten 409 

older participants in the final sample had two agents with similar impulsive preferences. Their 410 

data was also excluded from analyses involving the agent with patient preferences due to a lack 411 

of data. 412 

 413 

Participants were paid at a rate of £10 per hour and were told they would receive an additional 414 

bonus based on a randomly chosen trial from the experiment: the bonus amount would be 415 
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rewarded after the specified delay, unless immediately. Actually, participants were paid a 416 

randomly selected bonus ranging from £1 to £10 on the day of testing and were informed that a 417 

trial had been selected. All participants provided written informed consent, and ethical approval of 418 

this study was granted by the University of Oxford Medical Sciences Interdivisional Research 419 

Ethics Committee.   420 

 421 

Social discounting task 422 

Participants completed a social discounting task where they learnt about impulsive and patient 423 

others after completing their own temporal discounting preferences (see Fig. 1A). In this task, 424 

participants made a series of decisions between two offers. One offer was a smaller amount of 425 

money paid immediately (today), and the other offer was a larger amount of money paid after a 426 

variable delay period. The amount varied between £1 and £20, and the delay period ranged from 427 

1 to 90 days (this was dynamically adjusted in the Self blocks). The two offers were presented at 428 

the same time, and the position of the immediate offer and delayed offer on the screen was 429 

randomised on a trial-by-trial basis. The experiment was subdivided into five blocks of 50 trials 430 

(Self1, Other1, Self2, Other2, Self3), with a self-paced break after 25 trials in each block, resulting 431 

in 250 trials overall (see Fig. 1B). Participants were informed that the decisions they would see 432 

were those of previous participants who had already taken part in the study. In fact, these choices 433 

were computer generated as described below. No participant reported disbelief that these 434 

choices were from other people.  435 

 436 

On trials in the Self blocks, (i.e., the first, third, and fifth blocks), participants were instructed to 437 

choose the preferred offer according to their true personal preferences, as they believed that one 438 

of these decisions would be honoured as their bonus payment. On trials in the Other blocks (i.e., 439 

the second and fourth blocks), participants were instructed to make decisions on behalf of the two 440 

other people, with the understanding that these choices were previously made by two other 441 

participants. The behaviours of these two people were simulated based on the participant’s own 442 
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choices in the Self1 block. Participants received feedback on their choices, enabling them to learn 443 

the intertemporal preferences of the other agents (see below Simulation of the other agents’ 444 

choices). The correct choices were defined as those with higher values estimated from the 445 

hyperbolic model, given a discount rate. Two gender-matched names (or two randomly chosen 446 

names for participants who did not specify their gender) were selected to represent these two 447 

other people. The participants were informed that their choices for the others were not 448 

communicated to the other people and did not have any consequences for either themselves or 449 

the other people. The task was presented in MATLAB 2012a (The MathWorks Inc) using the 450 

Cogent 2000 v125 graphic toolbox (software developed by the University College London; used 451 

to be available at www.vislab.ucl.ac.uk/Cogent/).    452 

 453 

Computational modelling  454 

Participants’ choices were used to estimate their discount rates separately for each experimental 455 

block using a standard hyperbolic discounting model38:  456 

 457 

𝑉"" =
𝑀""

1 + 𝐾𝐷 (3) 

 458 

where 𝑉"" is the subjective value of a larger-and-later offer, 𝑀"" is the objective magnitude of the 459 

offer, 𝐷 is the delay period, and 𝐾 is a participant-specific hyperbolic discount rate that quantifies 460 

the devaluation of larger-and-later offers by time. The subjective value of a smaller-and-sooner 461 

offer (𝑉77) will always correspond to its objective magnitude (𝑀77) since the delay period is 0. 462 

Previous studies have shown that the population tend to have an approximately normal 463 

distribution of k = log'&(K) (1). Therefore, all reported analyses are based on 𝑘, the log-464 

transformed measure of 𝐾. When 𝑘 → −∞, individuals tend not to discount delayed offers, 465 

evaluating an option solely based on its objective magnitude. As 𝑘 → 0, individuals become 466 

increasingly sensitive to delay periods and discount delayed offers more steeply. 467 

 468 

http://www.vislab.ucl.ac.uk/Cogent/
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Preference-temperature (KT) model 469 

During the experiment, the preference-temperature (KT) model was used to approximate 470 

participants’ behaviours in the Self1 block and simulate the choices of other agents. The KT 471 

model supposes that each participant possesses a distinct true discount rate. Within this model, 472 

the following softmax function was used to convert the difference in subjective values between 473 

the two offers (𝑉"" − 𝑉77) on each trial into choice probability for choosing the delayed offer:  474 

 475 

𝑃"" =
1

1 + 𝑒89(;!!8;"")
 (4) 

 476 

where 𝑇 is a participant-specific inverse temperature parameter that characterises the noisiness 477 

of an individual’s decisions. A lower value for 𝑇 results in greater non-systematic variations 478 

around the indifferent point, which is the point at which both offers are equally preferred. In the 479 

Self1 block during the experiment, the free parameter 𝑘 values were set between -4 and 0, and 480 

the log'&(𝑇) parameter (represented as 𝑡) values were set within the range of -1 and 1.  481 

 482 

Preference-uncertainty (KU) model 483 

Contrary to the previously mentioned KT model, the preference-uncertainty (KU) model posits 484 

that participants’ discount rate should be considered as a distribution rather than a single true 485 

value14. On each trial, participants sample a value of 𝑘 from a participant-specific normally-486 

distributed discounting distribution that was updated on a trial-by-trial basis:  487 

 488 

𝑃= = 𝒩(𝑘; 𝑘𝑚, 𝑘𝑢#) (5) 

 489 

where free parameters 𝑘𝑚 and 𝑘𝑢 represent the mean and standard deviation of the normal 490 

distribution, respectively. Participants will choose the offer whose subjective value is higher in a 491 

deterministic way. Derived from the Eq (3), participants will choose the delayed offer if and only if 492 
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k < log'&[(M>>/M?? − 1)/D]; the choice probability for choosing the delayed offer given a single 493 

sample value from the discounting distribution of Eq (5) is:  494 

 495 

P>> = Ψ(log'&[(𝑀""/𝑀77 − 1)/𝐷]; 𝑘𝑚, 𝑘𝑢#) (6) 

 496 

where Ψ denotes the cumulative distribution function of the normal distribution.  497 

 498 

Simulation of the other agents’ choices   499 

The behaviours of the two other agents were simulated using the participants’ baseline discount 500 

rates, which were estimated with the preference-temperature (KT) model in the first experimental 501 

block. More specifically, the other agent’s choices were generated by a simulated hyperbolic 502 

discounter whose discount rate 𝑘 was either plus one (more impulsive) or minus one (less 503 

impulsive) from the participant’s own baseline 𝑘 in the Self1 block. Crucially, the choices of the 504 

simulated hyperbolic discounter were slightly noisy, as the subjective value of offers was 505 

translated to a choice probability using a softmax function (with the inverse temperature 506 

parameter 𝑡 = 1). The order of the other agents’ preferences (more impulsive vs more patient) 507 

was counterbalanced across participants. 508 

 509 

 510 

Normalised Kullback-Leibler divergence  511 

The Kullback-Leibler divergence (𝐷!"), a measure of the discrepancy between two probability 512 

distributions41, was used to quantify the change in participants’ discount rates (𝑘) after learning 513 

about the other agents. 𝐷!" is defined as follows:  514 

 515 

𝐷!"(𝑃||𝑄) = T 𝑝(𝑥)log'& W
𝑝(𝑥)
𝑞(𝑥)Y𝑑𝑥

∞

8∞
 (7) 

 516 
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where 𝑃 and 𝑄 are distributions of a continuous random variable defined on a sample space (𝒳) 517 

and 𝑝 and 𝑞 denote the probability densities of 𝑃 and 𝑄. In this study, we used 𝐷!" to quantify the 518 

divergence in the posterior distributions of 𝑘 at the end of two consecutive Self blocks. 𝐷!" was 519 

normalised for the further analyses15. Positive 𝐷!" values signify a shift in participants’ 520 

discounting preferences towards those of the other agents, while negative 𝐷!" values indicate a 521 

shift away from them, compared to the baseline discounting preferences (see Fig. 2C): 522 

 523 

Normalised	𝐷!" =

⎩
⎪
⎨

⎪
⎧𝐷!" ,											𝑖𝑓		

𝑘𝑚other,	@ − 𝑘𝑚self,	'

𝑘𝑚self,	@A' − 𝑘𝑚self,	'
> 0

−𝐷!" ,							𝑖𝑓		
𝑘𝑚other,	@ − 𝑘𝑚self,	'

𝑘𝑚self,	@A' − 𝑘𝑚self,	'
< 0

 (8) 

 524 

where 𝑘𝑚 represents the mean of discounting distribution estimated using the KU model, and the 525 

subscript 𝑖 denotes the number of Other blocks (i.e., 2 or 4). For example, if a participant’s 526 

discounting preference shifts to be more negative (i.e., more patient) after exposure to the 527 

discounting preference of a patient other agent, this would be reflected by a positive 𝐷!" value. 528 

Conversely, negative 𝐷!" values signal a divergence in the participants’ discounting preferences 529 

from those of the other agents.  530 

 531 

Optimisation of choice pairs  532 

In order to ensure precise estimation of participants’ discounting preferences, choice pairs for all 533 

Self trials were generated by alternating between two approaches: generative and adaptive 534 

methods (in the framework of KT model). The generative method involved generating every 535 

possible combination of amounts and delays for the choice pairs. In each Self block, 25 trials (i.e., 536 

half of the trials in each Self block) were chosen to closely align with the indifference points of 25 537 

hypothetical participants, with 𝑘 values evenly spread across the range of -4 to 013,15,68. It was an 538 

efficient but relatively imprecise way to estimate participants’ discounting parameters. The 539 

remaining 25 trials in each Self block were generated using an adaptive method that leveraged a 540 
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Bayesian framework to yield accurate estimations of the discounting parameters. Previous 541 

studies have demonstrated that this method is capable of generating more reliable estimates of 542 

the 𝑘 value while requiring fewer trials. The individual’s initial prior belief regarding 𝑘 was set as a 543 

normal distribution with a mean of -2 and a standard deviation of 1, while 𝑡 was set to 0.3. 544 

Following each decision made by the participant, their belief distribution about 𝑘 was updated 545 

using Bayes’ theorem. Subsequently, choice pairs were generated to probe our estimate of 546 

participants’ indifference point, which was based on the expected value of the current posterior 547 

distribution of 𝑘.  548 

 549 

In every Other block and for the parameter recovery, all of the choice pairs were generated using 550 

the generative method. The options presented to participants were specifically designed to 551 

closely align with the indifference points of 50 hypothetical participants, with 𝑘 values evenly 552 

distributed across the range of -4 to 0.   553 

 554 

Questionnaires  555 

Addenbrooke’s Cognitive Examination (ACE-III) 556 

The Addenbrooke’s Cognitive Examination (ACE-III) was used to evaluate older adults for 557 

dementia36. The ACE assesses cognitive functioning across five domains: attention, memory, 558 

language, fluency, and visuospatial abilities. The ACE is scored on a scale of 0 to 100, and as a 559 

screening tool, a cut-off score of 82 out of 100 indicates significant cognitive impairment. All older 560 

participants included in the analyses scored above the cut-off score for dementia.  561 

 562 

Wechsler Test of Adult Reading (WTAR) 563 

The Wechsler Test of Adult Reading (WTAR) was used to measure participants’ general 564 

intelligence37. This test requires participants to pronounce 50 words that deviate from the typical 565 

grapheme-to-phoneme patterns. As such, the test evaluates reading recognition and prior 566 

knowledge of words, rather than the skill to use pronunciation rules. The WTAR scores show a 567 
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strong correlation with the results from the Wechsler Memory Scale (WMS-III) and the Wechsler 568 

Adult Intelligence Scale (WAIS-III)69. The test is suitable for participants aged 16–89, covering our 569 

full sample.    570 

 571 

Apathy Motivation Index (AMI) 572 

The Apathy Motivation Index was used to measure participants’ apathetic traits46. This scale 573 

consists of 18 items to measure three dimensions of individual differences in apathy-motivation: 574 

behavioural activation, social motivation, and emotional sensitivity. Participants were instructed to 575 

express their level of agreement with each item using a 5-point Likert scale ranging from 0 to 4. 576 

Every item is reversed scored, so higher values represent greater apathy.  577 

 578 

Social discounting task-specific questionnaires  579 

Participants were asked four questions regarding their confidence in learning the other two 580 

agents’ preferences, as well as their perceived similarity to these agents. Participants expressed 581 

their ratings by using a sliding scale that spanned from 0 (not at all) to 10 (very confident/very 582 

similar). All these self-report measures were collected through the Qualtrics platform 583 

(https://www.qualtrics.com/).   584 

 585 

Model fitting  586 

We used R v4.2.170, Stan v2.3271, and the RStan v2.21.7 package72 for all model fitting and 587 

comparison. Stan employs Hamilton Monte Carlo (HMC), a highly efficient Markov Chain Monte 588 

Carlo (MCMC) sampling technique, to conduct full Bayesian inference and derive the true 589 

posterior distribution. Hierarchical Bayesian modelling was utilised to model participants’ choices 590 

on a trial-by-trial basis. In hierarchical Bayesian modelling, an individual-level parameter, denoted 591 

as ϕ, was sampled from a group-level normal distribution, specifically: 592 

 593 

ϕ ∼ 𝒩7µB, σB# 8 (9) 

https://www.qualtrics.com/
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 594 

where 𝜇C and 𝜎C are the group-level mean and standard deviation, respectively. The group-level 595 

parameters were specified with weakly-informative priors: 𝜇C conformed to a normal distribution 596 

centred around 0, with its standard deviation varied based on free parameters. Meanwhile, 𝜎C 597 

adhered to a half-Cauchy distribution, having its location parameter set to 0, and its scale 598 

parameter varied according to free parameters. In the KT model, 𝑘 was set with a negative 599 

constraint, while 𝑡 was constrained to the range [-1 1]. In the KU model, 𝑘𝑚 had a negative 600 

constraint, whereas 𝑘𝑢 had a positive constraint. Concerning the noise parameters, ξ was 601 

restricted between [0 1], and τ fell within the range [0 10]. To ensure a more conservative 602 

estimation of all free parameters, the priors were reset at the beginning of each experimental 603 

block. We applied the hierarchical Bayesian modelling separately for young and older 604 

participants.  605 

 606 

All group- and individual-level free parameters were simultaneously estimated through Bayes’ 607 

theorem by integrating behavioural data. We fitted each candidate model with four independent 608 

HMC chains. Each chain consisted of 2,000 iterations after an initial 2,000 warm-up iterations for 609 

the algorithm, resulting in 8,000 valid posterior samples. The convergence of HMC chains was 610 

evaluated through visual inspection (using the trace plot) and through the Gelman-Rubin 𝑅s 611 

statistics73. For all free parameters in the winning model, 𝑅s values were found to be close to 1.0, 612 

indicating satisfactory convergence.  613 

 614 

Model comparison and parameter recovery 615 

For model comparison, we calculated the Leave-One-Out information criterion (LOO-IC) score for 616 

each candidate model74, using the loo v2.5.1 package75. The LOO-IC score leverages the entire 617 

posterior distribution to provide a point-wise estimate for out-of-sample predictive accuracy in a 618 

wholly Bayesian manner. This method is more reliable than information criteria that are solely 619 

based on point-estimates, such as the Akaike information criterion (AIC) and the Bayesian 620 
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information criterion (BIC). A lower LOO-IC score signifies superior out-of-sample predictive 621 

accuracy and better fit for a given model. The model with the lowest LOO-IC score was chosen 622 

as the winning model. Our winning model was the KU model without any additional noise 623 

parameters.  624 

 625 

After model fitting, we confirmed the identifiability of parameters through parameter recovery. Let 626 

ϕ represent a generic free parameter in the winning model. We randomly drew a set of group-627 

level parameters from the same weakly-informative prior group-level distribution used in model 628 

fitting. Here, 𝜇C and 𝜎C denote the group-level mean and standard deviation, respectively:  629 

 630 

µB ∼ 𝒩(0, 3) 
(10) 

σB ∼ ℋ𝒞(0, 2) 

 631 

where ℋ𝒞 corresponds to the half-Cauchy distribution. Subsequently, we simulated 160 synthetic 632 

participants, deriving their parameters from this set of group-level parameters. For these 160 633 

synthetic participants, their individual-level parameters, ϕ@, were sampled from a normal 634 

distribution using the corresponding group-level parameters: 635 

 636 

ϕD ∼ 𝒩7µB, σB# 8. (11) 

 637 

Next, we used the winning model as a mechanism to generate simulated behavioural data for our 638 

social discounting task. In particular, we simulated decisions across 50 trials for each synthetic 639 

participant, using the choice pairs generated from the generative method (see the Optimisation of 640 

choice pairs). Then, we fitted our winning model to the simulated data in the same way as we did 641 

for our real participant data. Namely, we fitted the KU model (without any noise parameters) to 642 

the simulated individual data using HMC via Stan. This yielded posterior distributions for free 643 

parameters at both the group and individual levels. Finally, we calculated Spearman’s Rho 644 
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correlations between the simulated and recovered parameters at the individual level. The entire 645 

parameter recovery procedure was iterated 20 times, with the Spearman’s Rho correlation 646 

coefficients being averaged using Fisher’s Z-transformation.  647 

 648 

Statistical analysis  649 

We used R v4.2.1 along with RStudio76 to analyse the effect of age group and other’s preference 650 

on the fitted model parameters and behavioural data. Linear mixed-effects models (LMM; lmer 651 

function from the lme4 v1.1-33 package)77 were used to predict individuals’ learning accuracy, 652 

normalised KL divergence values (𝐷!"), and scores from task-specific questionnaires. We utilised 653 

linear mixed-effects models given their capability to account for the within-subject nature of the 654 

other’s preference manipulation and their independence from parametric assumptions. For 655 

analysing learning accuracy, normalised 𝐷!", and scores from task-specific questionnaires, the 656 

linear mixed-effects models incorporated fixed effects of age group (older vs young), other’s 657 

preference (patient vs impulsive), and their interaction, along with a random subject-level 658 

intercept. An additional analysis of normalised 𝐷!" also included participants’ baseline 𝑘𝑚 659 

(continuous covariates, centred around the grand mean) and its interaction with age group and 660 

other’s preference (including the three-way interaction) as fixed terms. In another analysis 661 

controlling for general IQ, standardised scores on the WTAR were also included as a fixed term 662 

(without interacting with other terms). To compare learning accuracy to the chance level, we used 663 

right-tailed binomial exact tests against 50% (binom.test function from the stats v4.2.1 package). 664 

For simple and post hoc comparisons, we used two-sided paired and independent nonparametric 665 

tests (wilcox_test function from the rstatix v0.7.1 package)78 for outcome variables that did not 666 

adhere to the normality assumptions. Effect sizes and confidence intervals for such 667 

nonparametric tests were determined using the wilcox_effsize function (from the rstatix v0.7.1 668 

package as well). Correlations of normalised 𝐷!" with self-reported apathetic traits were 669 

calculated with Spearman’s Rho nonparametric tests (rcorr function from the Hmisc v4.7-2 670 

package; corr.test function from the psych v2.2.9 package)79,80. Additionally, we conducted Z 671 



 

 

31 

 

tests to compare these independent correlations (paired.r function from the psych v2.2.9 672 

package)80, and applied false discovery rate (FDR) correction for multiple comparisons across 673 

these correlations (p.adjust function from the stats v4.2.1 package). To account for general IQ 674 

and executive functions (attention and memory) when assessing the relationship between older 675 

adults' impulsive 𝐷!" and self-reported emotional apathy, we conducted partial correlations, each 676 

controlling for either standardised WTAR, ACE attention, or ACE memory scores. These partial 677 

correlations were determined using the correlations between residuals derived from linear 678 

regression analyses (corr.test function from the psych v2.2.9 package). To assess non-significant 679 

results, Bayes factors (BF&') were computed using paired and independent nonparametric t tests 680 

in JASP v0.17.381 with the default prior, using linear models with the JZS prior (lmBF function 681 

from the BayesFactor v0.9.12-4.4 package)82, and using nonparametric linear correlations with 682 

the help of data augmentation (spearmanGibbsSampler and computeBayesFactorOneZero 683 

functions fetched from the OSF: https://osf.io/gny35/)83. BF&' quantifies the extent to which the 684 

data are more likely under the null hypothesis of no difference compared to the alternative 685 

hypothesis of a difference. Bayes factors were interpreted and reported using the language 686 

suggested by Jeffreys84. All figures of statistical analysis were produced using the ggplot2 v3.4.2 687 

package85.  688 
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